I. COORDINATION PROBLEMS

The human body possesses more than 600 skeletal muscles [1]. Performing purposeful actions to achieve some behavioral goal requires a high degree of coordination of these many degrees of freedom. Yet, human infants are born without the most basic coordination skills like reaching for an object [2], which poses the learning of sensorimotor coordination as a fundamental problem in human development. Understanding this ability to learn, and utilizing it for modern robotics systems is one of the major goals of the research fields of cognitive [3] and developmental robotics [4], [5].

We investigate the learning of reaching skills as an exemplary coordination skill. The problem of reaching is to find motor commands (e.g. joint angles of a robot arm) that move the hand, or the robot’s end-effector towards some desired position in space. Thereby motor commands $q$ and outcomes $x$ are connected by a causal relation which is denoted as the forward function $f(q) = x$. Learning needs to invert this relation in order achieve some desired outcome $x^*$. This problem setup is not only illustrative, but very prototypical for other coordination problems: it asks the very general question of how to achieve some behavioral goals by means of actions. The skill of reaching itself is also fundamental for both robots and humans, since the positioning in space is necessary for any use of the robot’s gripper or the human’s hand.

Successful reaching skills can be well understood with the notion of internal models [6], [7], whereas forward models predict the outcome of an action and inverse models suggest actions in order to achieve a desired outcome. The bootstrapping of internal models without explicit prior-knowledge requires experience that has to be generated by exploration. Machine learning approaches thereby traditionally rely on an exhaustive exploration of all possible motor commands, frequently generated by means of an entire random procedure, which is referred to as “motor babbling” [8], [9]. After the data generation phase, learning and coordination can be phrased in a variety of ways [10], [11], [12]. Yet, exhaustive exploration can not be achieved on high-dimensional motor systems such as the human body, modern humanoid robots, or biomimetic robots like elephant trunks. The sheer number of combinations of commands for different actuators is too large to be explored in the lifetime of any learning agent. Understanding human motor development, as well as the successful application of future robotic systems like the Bionic Handling Assistant (see Fig. 3), demands for concepts and methods that succeed in sensorimotor learning even without fully exploring the space of possible motor commands.

II. INFANT DEVELOPMENT

The standard models for the learning of coordination skills demand either an exhaustive exploration of all actions [8], [10], [9], [11], [12], or prior knowledge about the action space and forward function [13], [14], [15]. Therefore the acquisition of the coordination skill is divided into separate stages of (random) exploration, learning, and exploitation of the learned mechanisms. However, exhaustive exploration does neither provide an explanation of infant’s efficiency in sensorimotor development, nor does it provide a feasible approach for artificial agents to learn in high-dimensional domains.

Nevertheless, the generation of random actions by means of motor babbling has been repeatedly motivated [16], [8], [17] by Piaget’s view on infant development [18]. Piaget suggested that development is organized in distinct stages and that, at first, infants do not perform purposeful actions. “The implication of [Piaget’s] proposal is that the early behavior of the neonate is essentially random and insensitive to contextual information. Recent research suggests that some re-thinking of this extreme position is necessary” [19]. Contrary to Piaget’s suggestions, and the random motor babbling approach, infant developmental studies over the last three decades have found conclusive evidence for coordinated behavior even in newborns. Examples include orienting towards sounds [20], tracking of visual targets [21], and apparent reflexes that have been re-discovered as goal-directed actions [22], [23]. “These behaviors are fragile and inconsistent, which explains why they were overlooked for quite some time” [19].

In the case of reaching, it has been shown that newborns attempt goal-directed movements already few days after birth [24], [25]. Von Hofsten showed that, when salient objects are in the visual field, infants produce more arm movements towards that object, than movements away from it. This indicates a strong role of “learning by doing” instead of random exploration and that infants learn to reach by trying to reach: “Before infants master reaching, they spend hours and hours trying to get the hand to an object in spite of the fact that they will fail, at least to begin with” [26]. From a machine learning point of view, these findings motivate to devise methods that closely intertwine exploration, learning, and exploitation, instead of organizing these aspects in distinct and subsequent stages.

Findings of early goal-directed actions are complemented by studies investigating the structure of infants’ reaching attempts over the course of development. When infants perform the first
successful reaching movements around the age of four months, these movements are controlled in an entire feedforward manner [27], [28]. This strongly indicates the use of an inverse model for motor control, which selects one solution and applies it without corrections. The importance of feedforward control does not diminish over the course of development, which is well known from prism-glass experiments [29], but the skill is later on augmented by mechanisms that allow for more adaptive movements and error corrections by means of visual feedback [30]. Moreover, the earliest reaching movements are rather jerky and suboptimal in the sense that the distribution and timing of muscular forces is more complicated than actually necessary [31], [2], [32].

In short, infants appear to follow a very efficient pathway, on which one initial solution is learned, and directly used for goal-directed behavior. Only later on these movements are gradually optimized and become more adaptive. While this pathway is very intuitive, it is orthogonal to the motor-babbling mechanism to which one initial solution is learned, and directly used for goal-directed movements. Several other aspects of this definition concern the general mechanism of goal-directed exploration: Research goal 1: Conceptualize and understand early goal-directed movements as mechanism for the bootstrapping of coordination skills.

As a basis for this investigation, we have introduced the notion of “goal babbling” [33]:

Definition: Goal babbling is the bootstrapping of a coordination skill by repetitively trying to accomplish multiple goals related to that skill. A central aspect is, of course, trying to accomplish goals, which corresponds to infants’ attempts to perform goal-directed movements. Several other definitions need to be highlighted in order to distinguish this concept from other approaches: Goal babbling aims at the bootstrapping of coordination skills such that a skill can be learned without prior knowledge, or non-goal-directed prior exploration. Goal babbling defines this as a repeated process, which implies that the skill acquisition is incremental and ongoing, as opposed to stage-like organizations of exploration and learning [8], [9]. Goal babbling applies to domains with multiple related goals. For reaching problems this is naturally given by a continuous space of possible hand positions. This exploration across multiple goals stands in contrast to typical scenarios in reinforcement learning, in which only a single desired behavior is considered [34]. Given this research goal and the definition of goal babbling, we address several conceptual questions:

- Is goal babbling possible at all, and what are the mechanisms necessary to enable it?
- Does it actually permit a bootstrapping that is scalable to high dimensions?
- What are observable characteristics of such a bootstrapping process?

IV. APPROACH AND RESULTS

Goal babbling does not refer to a particular algorithm, but to a concept that can be methodically investigated by various means. A recent approach that is compatible with the concept of goal babbling has been introduced in [35], Baranes’ model attempts to learn a partial forward model. In this scenario, goal-directed movements are performed by analytically inverting the iteratively learned forward model and performing conventional feedback control. Goal babbling then generates a distribution of actions that lies in the typical regime of experienced movements.
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Research goal 2: Enable the learning of inverse models from examples in non-linear and redundant domains.

Finding an exploration scheme that can realize this goal clearly needs to cope with non-convex solution sets. Previous studies have only shown how to deal with non-convexity locally, either by reformulating the problem into a differential one [10], or by using prior knowledge to start learning from a well-initialized state [36]. We show that goal babbling provides an elegant account [33] for this long-standing problem, and demonstrate an algorithm that can utilize goals as reference structure in order to resolve possibly inconsistent solutions. However, non-convexity is not the only problem to deal with. While non-convexity makes it difficult to handle multiple solutions for the same outcome, the initial problem is to find at least one correct solution to realize the desired outcomes and, hence, to invert the causal relation of the forward function in a reliable manner. This inversion of causality is a general problem for exploration schemes, since the direction $x \rightarrow q$ can not be directly queried within coordination problems. Random motor babbling can theoretically solve the problem because it simply explores all actions, such that the necessary ones are also explored. This, however, is practically not feasible in high-dimensional domains. The inversion of causality has a distinct characteristic in goal-directed exploration schemes which tend to get stuck in only partial solutions of the coordination problem [37], [38], [39], in which only a subset of goals can be successfully reached. The general pattern to solve that problem is to introduce exploratory noise into the process [40], [36]. We show novel results for a mathematical theory of example-based learning of inverse models, and provide a proof [41] that goal babbling succeeds in linear domains.

Given a goal babbling method that can learn inverse models from examples, the consequential goal is to practically prove the success and usefulness of goal babbling in high-dimensional domains:

Research goal 3: Devise a practical algorithm for goal babbling that is scalable, fast, and applicable in real-world scenarios.

We demonstrate an online goal babbling algorithm [42] and show that the method does indeed permit enormous scalability (see Fig. 2). This can be achieved because goal-directed exploration allows to leave out redundant choices of actions as soon as there are known ways that solve the problem. The experiments point out that goal babbling constitutes a positive feedback loop during bootstrapping, in which exploration and learning reinforce each other. This positive feedback loop during bootstrapping, in which exploration and learning reinforce each other. This positive feedback loop is identified as an important conceptual property of goal babbling that is in line with the dynamic systems perspective [43] on development. Experiments demonstrate that it allows to achieve human-level [44] learning speed. We finally demonstrate the practical use of the approach to learn the inverse kinematics of the Bionic Handling Assistant (see Fig. 3), which is a relevant and very challenging use case [45].

The results demonstrate the theoretical as well as practical validity of our algorithmic approach. It thereby provides a coherent and constructive explanation of how infants’ early
goal-directed movements might lead to their rapid initial mastery of feedforward-controlled reaching movements. Other implementations of goal babbling have recently been proposed, and confirm the success of goal babbling, as well as its superiority over motor babbling in terms of bootstrapping efficiency [46], [47], [48]. These results also demonstrate the general validity of the goal babbling concept, which provides a new framework to foster research on infant development as well as robotic systems.

**References**


